Importance of environmental and biomass dynamics in predicting chemical exposure in ecological risk assessment
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HIGHLIGHTS

• Exposure is generally modelled using static environmental and biomass conditions.
• The spatio-temporal heterogeneity of such conditions may cause exposure variations.
• A new dynamic spatially-explicit model for aquatic environments was developed.
• Spatial and temporal dynamics were predicted for four organic chemicals.
• Variations of bioavailable concentrations can be up to several orders of magnitude.

GRAPHICAL ABSTRACT

ABSTRACT

In ecological risk assessment, exposure is generally modelled assuming static conditions, herewith neglecting the potential role of emission, environmental and biomass dynamics in affecting bioavailable concentrations. In order to investigate the influence of such dynamics on predicted bioavailable concentrations, the spatially-resolved dynamic model “ChimERA fate” was developed, incorporating macrophyte and particulate/dissolved organic carbon (POC/DOC) dynamics into a water-sediment system. An evaluation against three case studies revealed a satisfying model performance. Illustrative simulations then highlighted the potential spatio-temporal variability of bioavailable concentrations after a pulsed emission of four chemicals in a system composed of a pond connected to its inflow and outflow streams. Changes in macrophyte biomass and POC/DOC levels caused exposure variations which were up to a factor of 4.5 in time and even more significant (several orders of magnitude) in space, especially for highly hydrophobic chemicals. ChimERA fate thus revealed to be a useful tool to investigate such variations and to identify those environmental and ecological conditions in which risk is expected to be highest.

1. Introduction

Ecological risk assessment of chemicals (ERA) is a procedure which is commonly used to evaluate the impact of chemicals on ecosystems.
This is generally done comparing the environmental exposure and the potential (ecological) effect threshold levels. The need for regulating a large number of chemicals and the complexity of the ecosystems to protect led to the development of simple and standardized tools (EPA, 1998; EC, 2003). However, most of these approaches do not properly address environmental realism in terms of, for example, the spatial and temporal variability of exposure and ecological scenarios (affecting both exposure and effects) (De Laender et al., 2014, 2015), the interactions among individuals and populations and the co-occurrence with other stress factors (such as chemical or physical ones). A recent joint scientific opinion document from the three scientific committees of the European Commission (EC, 2013; Vighi, 2013) tried to address the new challenges for risk assessment for human health and the environment. Among the points devised, a number were related to the improvement of environmental exposure assessment (EEA) in ERA. It was underlined that EEA deserves particular attention when predictions should cover a large variety of habitats at different spatial scales, as well for terrestrial as aquatic environments (Di Guardo, 2014). Moreover, in a recent publication specifically devoted to challenges for EEA (Di Guardo and Hermens, 2013), the need of accounting for the bioavailability of chemicals (here defined as the freely dissolved concentration of a chemical, in e.g., water) is remarked. This concentration, which is regarded as available for uptake by organisms, can exhibit spatio-temporal variations in surface water bodies in response to the presence of relevant amounts of organic carbon-rich materials like primary producers (e.g., algae and/or macrophytes) (Taylor et al., 1991; Berglund et al., 2001; Leistra et al., 2003), particulate/dissolved organic carbon (POC/DOC) (Schwarzenbach et al., 2003), or sorbing materials (e.g., organic matter or soot) in sediment (Gustafsson et al., 1997). Despite the fact that a number of exposure models exist accounting for the presence of primary producers (e.g., Armitage et al., 2008; Nfon et al., 2011) or incorporating variable degrees of environmental complexity (e.g., Adriaanse, 1997; FOCUS, 2001), there is a need to develop a model unit incorporating such processes to reflect realistic ecosystem heterogeneity and suitable for regulatory purposes. Indeed, most of the exposure models adopted for regulatory purposes (such as EUSES in the European Union; EC, 2004) rely on simplistic assumptions (such as steady-state) or they use fixed values for environmental parameters (temperature, organic carbon fractions, volumes of compartments and phases, etc.).

The aim of this study was to develop a new dynamic, spatially-explicit fate model for shallow-water environments (“ChimERA fate”), capable of accounting for spatio-temporal variability of emissions and compartment properties and considering the role of macrophytes, POC and DOC dynamics in affecting bioavailable concentrations. Although phytoplankton can be relevant in affecting exposure in shallow waters, its modelling will be included in a following paper. Comparisons between model predictions and experimental observations for three case studies allowed a preliminary assessment of model performance. The results of illustrative simulations run for chemicals with different hydrophobicity and persistence are then presented in order to show (I) the potential temporal and spatial variability of bioavailable concentrations after a pulsed emission in a stream–pond–stream system, (II) the role of macrophytes, POC and DOC and their dynamics in influencing bioavailability and (III) the added value of adopting time–variable profiles of macrophyte biomass and POC/DOC concentrations compared to the use of constant or averaged values.

2. Materials and methods

The ChimERA fate model is based on the fugacity approach (Mackay, 2001) and was developed starting from an existing dynamic water–sediment model (Di Guardo et al., 2006). New compartments and sub-compartments were added and different model units were connected to obtain a spatial discretization. In this first version of ChimERA fate, the model incorporates the macrophyte compartment, while the inclusion of the phytoplankton compartment will be the object of future work. In Fig. 1a, a schematic representation of the model unit is provided. Moreover, the temperature dependence of properties and degradation rates was included, as explained in Text S1. Details concerning model development and parameterization are presented in the following sections and in the SI. A complete list of Z- and D-values can be found in Tables S1 and S2.

2.1. Model background

ChimERA fate was grounded on the DynA Model (Di Guardo et al., 2006), developed to investigate the fate of organic chemicals in dynamic water–sediment systems. In DynA, time-varying chemical emissions and environmental parameters (e.g., water temperature and fluxes) can be specified, and model output (chemical concentrations and fluxes) is provided on an hourly basis. Suspended solids are modelled as a water sub-compartment (in equilibrium with water), and POC is simulated by specifying the organic fraction of suspended solids. In the original DynA Model, the presence of DOC is neglected. The model was calibrated and validated for herbicides in rice paddy scenarios, but no vegetation compartment was simulated (Infantino et al., 2008). More recently, an organism compartment was included and the model was applied to simulate uptake of DDTs by fish in an Italian sub-alpine

![Fig. 1. Schematic representation of (a) the ChimERA fate model unit, with purple arrows indicating chemical fluxes between compartments or accessing/leaving the system and circular green arrows indicating degradation processes; (b) top-view and (c) side-view (b) of the environmental system simulated in the model illustration. TSP is total suspended particles while DOM is dissolved organic matter.](Image)
2.2. Model formulation

2.2.1. Macrophyte compartment

Macrophytes play a vital role in aquatic ecosystems, not only as primary producers, but also because of their ability to sequester pollutants, trap suspended solids containing them, and enhance degradation and thus their irreversible removal from water bodies (Hinman and Klaine, 1992; Jeppesen et al., 1998; Karen et al., 1998; Hand et al., 2001). For these reasons, the macrophyte compartment has been incorporated into a number of fate modelling approaches (e.g., Armitage et al., 2008; Park et al., 2008; Renaud et al., 2008; Rose et al., 2008; Nfon et al., 2011). In ChimERA fate, macrophytes were included following the approach of Armitage et al. (2008), which is based on the relationships between log $K_{OW}$ (octanol–water partition coefficient) and uptake/deposition rate constants derived by Gobas et al. (1991) for hydrophobic organic substances. Modelled processes include diffusive exchanges with water, degradation in macrophytes, and particle-mediated deposition onto macrophyte leaves. For simplicity, only the above-sediment portion of vegetation biomass was modelled in the present version of the model, thus neglecting diffusive exchange between roots and the sediment compartment. It was also assumed that macrophyte losses through mortality and excretion processes could occur, implying a chemical flux to total suspended particles (TSP) and dissolved organic matter (DOM), respectively (Park et al., 2008; De Laender et al., 2008). Details concerning the calculation of the D-values for macrophyte-related processes are reported in Text S2.

2.2.2. TSP and DOM sub-compartments

As in the original DynA Model (Di Guardo et al., 2006), suspended particles were modelled as a water sub-compartment (i.e., in equilibrium with water), characterized by a given fraction of organic carbon representing POC. Moreover, in order to account for the presence of DOM, a new water sub-compartment was added and its fugacity capacity ($Z_{DOM}$, mol m$^{-3}$ Pa$^{-1}$) was calculated as described in Armitage et al. (2008) (Table S1). Processes involving water sub-compartments are TSP deposition to aquatic vegetation and sediment and resuspension from sediment and, for both TSP and DOM, inflow and outflow with water and chemical transfer from macrophytes through mortality and excretion. A complete list of D-values can be found in Table S2.

2.2.3. Sediment vertical discretization

In ChimERA fate, the sediment compartment can be divided into a number of layers, in order to obtain a more accurate reconstruction of chemical vertical movement. The total number of layers can be user-selected and for each layer the different properties (e.g., depth, density, solids and organic carbon fractions) can be specified, in order to simulate specific sub-environments. Each sediment layer was modelled as a well-mixed box composed of two phases (i.e., solids and pore water), between which equilibrium was assumed. Chemical exchanges between adjacent layers included upward and downward diffusive fluxes. For simplicity, the top sediment layer (at the water–sediment interface) was assumed to be the only one to exchange with water, and therefore to be affected by diffusion from and to water, and particle deposition and resuspension. Similarly, the bottom sediment layer was assumed to be the one to lose chemical through burial. All D-values are listed in Table S2.

2.2.4. Chemical mass balance, numerical solution and model code

Chemical mass balance in ChimERA fate is described by a system of 1st-order ordinary differential equations (ODEs), one for each compartment. These ODEs are solved using a 5th-order accurate, diagonally implicit Runge–Kutta method with adaptive time stepping (Semplice et al., 2012). For a system consisting of water, macrophytes and one sediment layer, the equations are:

$$\frac{dmol_{MW}}{dt} = a \cdot mol_{MW} - b \cdot mol_{MW}$$

(1)

$$\frac{dmol_{DOM}}{dt} = c + d \cdot mol_{MW} + e \cdot mol_{DOM} - g \cdot mol_{MW}$$

(2)

$$\frac{dmol_{S}}{dt} = h + i \cdot mol_{MW} - j \cdot mol_{S}$$

(3)

where $mol_{MW}$, $mol_{DOM}$ and $mol_{S}$ represent the moles in the three compartments at a certain time, while each coefficient (from a to j) represents a transformation or a transport flux (single D-value or sum of D-values) divided by the proper product of volume and fugacity capacity $Z$ (Table 1).

Except for the hydrological module described in the following section and more in detail in Text S3, the ChimERA fate model was coded using Microsoft Visual Basic 6.0 and was provided with a graphical user interface through which input data can be selected and uploaded and results can be visualized and processed. The model can be downloaded from the Insubria University website.

2.2.5. Spatial discretization

The spatial discretization was obtained by connecting multiple model units by means of water flow. For this purpose, the ChimERA fate model was provided with a hydrological module capable of computing water volumes (m$^3$) and fluxes (m$^3$ h$^{-1}$) on an hourly basis in a user-specified number of adjacent boxes. Water flow was described using the Saint-Venant equations for a rectangular-section channel with variable width and depth (Balbas and Karmi, 2009), with the Manning’s friction term (Gordon et al., 2004). The numerical approximation of the equations was performed with a finite-volume conservative method, so that the total mass of water can change only through the inflow and outflow at the beginning and end, respectively, of the simulated portion of the water body and no artificial sources or losses can occur at the internal interfaces. For more details on the hydrological module see Text S3. Similarly, a mass-conservative approach was adopted for the chemical flow by firstly computing the flow across any given interface and secondly subtracting that amount from one compartment and adding it to the neighboring one. Such discretization allows the simulation of complex environments such as systems of

<p>| Table 1 |</p>
<table>
<thead>
<tr>
<th>Coeff.</th>
<th>Explanation</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>Water to macrophytes</td>
<td>$(D_{W,MW} + D_{DSP,MW}) / (V_{MW} \cdot Z_{MW})$</td>
</tr>
<tr>
<td>b</td>
<td>Losses for macrophytes</td>
<td>$(D_{DOM,MW} + D_{ML,MW} + D_{DOM,DOM} + D_{DOM,D}) / (V_{DOM} \cdot Z_{DOM})$</td>
</tr>
<tr>
<td>c</td>
<td>Sources for water</td>
<td>$Discharge + Gv \cdot Cz \cdot V_{MW} \cdot (D_{W} + D_{S} + D_{S})$</td>
</tr>
<tr>
<td>d</td>
<td>Macrophytes to water</td>
<td>$D_{MW,MW} / (V_{MW} \cdot Z_{MW})$</td>
</tr>
<tr>
<td>e</td>
<td>Sediment to water</td>
<td>$(D_{S} + D_{S,D}) / (V_{S} \cdot Z_{Sbulk})$</td>
</tr>
<tr>
<td>g</td>
<td>Losses for water</td>
<td>$(D_{W} + D_{S} + D_{S} + D_{S} + D_{S,DOM} + D_{S,DOM} + D_{S,D}) / (V_{S} \cdot Z_{Sbulk})$</td>
</tr>
<tr>
<td>h</td>
<td>Sources for sediment</td>
<td>$Starting_contamination$</td>
</tr>
<tr>
<td>i</td>
<td>Water to sediment</td>
<td>$(D_{W} + D_{DSP,S}) / (V_{S} \cdot Z_{Sbulk})$</td>
</tr>
<tr>
<td>j</td>
<td>Losses for sediment</td>
<td>$(D_{S} + D_{S,D}) / (V_{S} \cdot Z_{Sbulk})$</td>
</tr>
</tbody>
</table>
ponds and ditches (see Sections 2.3.2 and 3.2) and the description of peculiar sub-environments in water bodies (e.g., presence/absence of macrophytes, and content of TSP or DOM). In the present version of ChimERA fate, no vertical discretization of the water compartment was included since the model was designed to deal with shallow-water systems (1 m or less), where stratification phenomena due to temperature or density can be neglected and water can be assumed as “well mixed” in the vertical direction.

2.3. Model parameterization

2.3.1. Model evaluation

A model evaluation was performed for ChimERA fate in order to assess model performance against experimental observations for three case studies differing in applied chemical and environmental system characteristics (Knuth et al., 2000; Leistra et al., 2003; Armitage et al., 2008). Such effort, following the terminology introduced in a recent paper by Augustiak et al. (2014), can be considered as a “model output verification”, which implies the critical assessment of how well model output matches observations and of the degree of calibration necessary to obtain a good fit between model output and data. For this purpose, ChimERA fate was parameterized by selecting values for the environmental parameters (e.g., water volumes, sediment depth, vegetation biomass and characteristics, and TSP and DOM concentrations) equal to the ones characterizing the experimental systems (Knuth et al., 2000; Leistra et al., 2003), as also done by Armitage et al. (2008) for testing their modelling approach. More details on model parameterization are reported in Text S4. Model performance was assessed by means of calculating the modelling efficiency (EF; Mayer and Butler, 1993), a dimensionless statistics which directly relates model predictions to observations:

\[
EF = 1 - \frac{\sum (y_i - \hat{y}_i)^2}{\sum (y_i - \bar{y})^2}
\]

where \(y_i\) are observations, \(\hat{y}_i\) are predictions and \(\bar{y}\) is the average of observations. For such statistic, the “perfect fit” results in 1, and the degree of fit declines as it falls away from 1. EF between 0 and 1 still indicates good model performance, while negative values could indicate model bias or need for model re-calibration (Mayer and Butler, 1993).

2.3.2. Model illustration

One-year simulations were performed for four chemicals in a macrophyte-dominated spatially-resolved system in order to illustrate the potential of the ChimERA fate model in predicting concentration variability in response to spatio-temporal environmental heterogeneity. The system was composed of a 450-m², 50-cm deep (maximum depth) pond overlaying a 1-cm deep sediment compartment connected to its 10-cm deep and 1-m wide inflow and outflow streams and was split into 10 adjacent boxes along the water flow direction (Fig. 1b and c). A constant water flow was selected to obtain an average residence time in the pond boxes of about 20 days. The modelled chemicals were a herbicide (atrazine), a polycyclic aromatic hydrocarbon (pyrene) and two polychlorinated biphenyls (PCB 1 and PCB 153), selected in order to cover a range of log Kow and environmental half-lives, which is wide enough to allow investigating the influence of such properties on bioavailable concentrations (Table S5). Realistic information on macrophyte biomass, POC and DOM concentrations (Fig. S1a) and water temperature (Fig. S1b) was derived from the literature (de Figueiredo et al., 2006; Parszuto and Kaliszewska, 2007; Desmet et al., 2011). It should be remarked that no effort was made to simulate a specific environmental situation and that the present scenario was adopted for illustration purposes only, since time-resolved data concerning macrophyte biomass densities, POC/DOM concentrations and other environmental parameters are often lacking for a single environmental system.

In order to investigate the influence of the different organic phases (macrophytes, POC and DOC) on bioavailable concentrations, the model was run using four scenarios accounting for different biomass and POC/DOC conditions: the first one (“A”) included all phases, “B” excluded macrophytes and accounted for POC and DOC only, “C” included DOC only, while in scenario “D” no organic phases (except for the organic carbon fraction of sediment) were simulated. In addition, three different exposure scenarios characterized by pulsed emissions were adopted in order to illustrate (1) the influence of biomass, POC and DOC dynamics on levels and temporal variability of bioavailable concentrations (three pulses, scenario “Em1”), (2) the influence of organic phases on bioavailable concentration trends in space (one pulse, scenario “Em2”) and (3) the added role of simulating biomass, POC and DOC dynamics when assessing exposure concentrations (four pulses, scenario “Em3”). The same emission profiles were adopted for all chemicals. The relationships between exposure and biomass/POC/DOC scenarios are depicted in Fig. S2. More details on model parameterization are reported in Text S4.

3. Results and discussion

3.1. Model evaluation

The results of the comparison between ChimERA fate predictions and experimental observations for Case 1 are presented in Fig. 2, while the ones for Cases 2 and 3 are reported in SI (Figs. S4 and S5, respectively).

While for Cases 1 and 2 chemical inventories of the different compartments were compared expressed as percentage of the applied dose, for Case 3 the comparison was based on concentrations. Model calibration concerned (1) particle deposition velocity, for which the best fit was obtained at 0.5 m d⁻¹ (value in the range of those suggested in the literature; e.g., Schwarzenbach et al., 2003; Mackay, 2001), and (2) the water–sediment diffusion mass transfer coefficient (MTC), for which a value 5 times higher the default one (i.e., 1 · 10⁻⁴ m h⁻¹; Morselli et al., 2014) was finally adopted.

![Fig. 2. Results of the model output verification for water (a), macrophytes (b), and sediment (c); Case 1 (lambda-cyhalothrin, high vegetation; Leistra et al., 2003; Armitage et al., 2008). Lines represent model predictions, while markers depict experimental observations.](image-url)
Concerning Cases 1 and 2, simulations indicated an excessively rapid chemical transport from water to macrophytes and sediment in both cases, which led to a general overestimation of concentrations in these two compartments (charts b and c). Such overestimation was particularly evident for Case 2 (lambda-cyhalothrin, low vegetation biomass), at least in the first 25–50 h (EF < 0 for macrophytes and sediment). However, predictions were generally within an order of magnitude with respect to observations and, especially in Case 1, overprediction in macrophytes was only moderate (within a factor of 2). Dominant fluxes were particle deposition onto macrophyte and sediment surfaces (at least two orders of magnitude higher than the other losses for the water compartment; results not shown). This confirmed the importance of TSP concentrations and deposition velocity on exposure levels revealed by the sensitivity analysis for the more hydrophobic chemical (Fig. S3b). Armitage and co-workers ascribed the poor representation to observations and, especially in Case 1, overprediction in macrophytes and sediment (Armitage et al., 2008). Our simulations confirmed such hypotheses, since looking at the calculated chemical fluxes a fast particle-mediated deposition onto sediment (and macrophyte leaves) immediately after dosing was observed, also due to the high log $K_{OW}$ of lambda-cyhalothrin. Results for Cases 1 and 2 suggested that, at least for highly hydrophobic chemicals, an accurate model parameterization in terms of suspended solid concentration and deposition velocity could be vital to obtain accurate results. They also suggested that the simulation of suspended solids as a separate compartment (instead of water sub-compartment) could avoid the initial overestimation of deposition fluxes to macrophytes and sediment. This will be the object of future work.

From the simulations for azinphos-methyl (Case 3) (Fig. S5) a different picture appeared. Results revealed a good model performance, at least for water and macrophytes (within a factor of 1.5 or less, with EF$_W$ = 0.92 and EF$_M$ = 0.96). The fit was lower for sediment, but nevertheless satisfying (EF = 0.35). Given the lower log $K_{OW}$ of azinphos-methyl with respect to lambda-cyhalothrin (2.75 vs. 7), particle-mediated deposition processes were less important, and degradation in water was the dominant flux in determining chemical depletion from water (results not shown). However, the poorer fit for sediment suggested that more data concerning the physical environment (e.g., sediment properties with depth) and water–sediment exchange in the investigated system may be needed to improve model performance. In all cases, the lack of depth-related input data and concentrations in the studied systems led to the application of ChimERA fate considering one sediment layer only. This evaluation process indicated, however, a satisfying model performance, with an agreement between predictions and observations that in many cases was within a factor of 2 for all compartments.

3.2. Model illustration

3.2.1. Influence of compound properties on exposure levels

The first set of illustrative simulations was run using the exposure scenario “Em1” (three chemical pulses) and investigating all biomass/POC/DOC scenarios (“A” to “D”). This allowed assessing the influence of physical–chemical properties and half-lives on predicted concentrations in different ecological conditions. Some preliminary considerations can be derived from Fig. 3, where the water-dissolved concentrations (“WD conc., mol m$^{-3}$”) of the modelled chemicals in three locations of the investigated system predicted using scenario “A” are reported. For comparative reasons, concentrations for all chemicals were reported in mol m$^{-3}$. The selected locations were Box 1 (1st box of the inflow stream, where emission occurred), Box 3 (1st box of the pond, representative, in terms of morphology, of “littoral” conditions) and Box 5 (middle box of the pond, representative of “pelagic” conditions).

In Box 1, the highest peak concentrations were predicted for atrazine (2.3 · 10$^{-6}$ mol m$^{-3}$), followed by PCB 1 (8 · 10$^{-7}$ to 1 · 10$^{-6}$ mol m$^{-3}$), pyrene (2.2 · 10$^{-7}$ to 5.9 · 10$^{-7}$ mol m$^{-3}$) and PCB 153 (3.8 · 10$^{-8}$ to 1.7 · 10$^{-8}$ mol m$^{-3}$). Such discrepancies were related to the differences in physical–chemical properties (mainly solubility, vapour pressure and log $K_{OW}$ of the modelled compounds (Table S5). For example, the higher atrazine water-dissolved levels were due to its low log $K_{OW}$ (2.5), which explained its reduced sensitivity to the presence of macrophytes and POC/DOC. This appears to be in contrast with a number of experimental evidences which showed that also atrazine can experience rapid removal in the presence of vegetation (e.g., Alvord and Kadlec, 1996; Moore et al., 2000). This behaviour was generally ascribed to enhance reaction in biofilms and would support the need for the inclusion of a biofilm/periphyton compartment in a modelling approach such as ChimERA fate. However, the non-detectable levels in macrophytes observed by Moore et al. (2000) indicate that the negligible influence of aquatic vegetation predicted by ChimERA fate for atrazine was plausible. In contrast, the effect of organic phases on more hydrophobic chemicals (especially pyrene and PCB 153) was more pronounced, and concentrations were lower than atrazine ones by 1 to 3 orders of magnitude (Fig. 3). This was confirmed by investigating chemical losses from the water compartment, reported in Fig. S6 for Box 1. While for atrazine the dominant loss was outflow with water (maximum flux = 1.35 · 10$^{-7}$ mol h$^{-1}$), followed by definitely lower dilution to sediment, particle deposition and diffusion to macrophytes (maximum ~ 2 · 10$^{-5}$ mol h$^{-1}$), for PCB 1 volatilization, particle deposition and diffusion to macrophytes were as important as outflow with water. For pyrene, losses were dominated by transfer to macrophytes (mainly particle-mediated), followed by outflow with water and particle deposition to sediment, while PCB 153 mainly left water by particle deposition to macrophytes and sediment, and outflow mainly occurred through DOM and TSP. The dominant role of particle-mediated chemical deposition on macrophyte surfaces for hydrophobic chemicals (log $K_{OW}$ > 5.5) has already been highlighted (Section 3.1 and Armitage et al., 2008). This process can be of particular importance considering the enhanced deposition and retention.
of particulate matter occurring in vegetated aquatic environments (Elliot, 2000; Pluntke and Kozerski, 2003). Similar considerations on losses from water can be made for Boxes 3 and 5 (Fig. 3), for which however outflow with water was progressively less important (due to the higher residence time in such boxes) and, for the less persistent chemical (atrazine), degradation in water gradually increased (results for fluxes not shown).

The higher influence of organic phases on exposure levels of hydrophobic chemicals was also evident from results for scenarios “B” to “D” (Figs. S7–S10). Such consideration can be easily deduced from the temporal trends of bioavailable concentrations predicted in the three boxes for all chemicals and biomass/POC/DOC scenarios. When macrophages (“B”), POC (“C”) and DOC (“D”) were neglected, atrazine concentrations were not affected substantially (Fig. S7). For PCB 153, DOC dynamics (scenario “C”) were also able to determine a temporal variability in exposure concentrations, which was up to a factor of 2.4 (Fig. S10). Despite the fact that large fluctuations in macrophyte biomass (and, consequently, of POC/DOC levels) are common in both natural and managed systems (Carpenter and Lodge, 1986), very few studies exist which explicitly addressed the effects of changes in ecologic conditions on the fate of hydrophobic organic compounds (Roessink et al., 2010). For this reason, given the fully-dynamic nature of the ChimERA fate model, it could represent a vital tool for the investigation of such relationships and for the planning of informative monitoring campaigns.

3.2.3. Exposure variations in space
In order to illustrate the potential spatial variability of exposure deriving from a pulsed chemical emission to the investigated system, simulations for all the modelled chemicals and biomass/POC/DOC scenarios (“A” to “D”) were performed using the simplified one-peak exposure scenario “Em2”. Results are depicted in Fig. 4 for pyrene and in Figs. S11–S13 for the other chemicals. In the figures, the spatial distribution of concentrations (mol m$^{-3}$) at four selected hours is reported using different colours; the first hour corresponds to the middle of the emission pulse, the following 2 h were selected with a 1600-h interval, while the last one represents the last simulation hour.

All chemicals experienced a decrease in concentrations in the transition between stream and pond conditions (from Boxes 2 to 3) of at least 1 order of magnitude. This effect can be partially ascribed to the dilution caused by the increased water volume (from about 0.8 m$^3$ in Box 2 to 11 m$^3$ in Box 3). In contrast, atrazine was the only chemical affected by the increase in concentrations due to the water volume reduction when returning from pond to stream conditions (from Boxes 7 to 8), since for all other chemicals the concentration effect caused by the decreased water volume (from about 11 m$^3$ in Box 8 to 0.9 m$^3$ in Box 9) was fully counterbalanced by the higher losses from water (due to volatilization, particle deposition to macrophytes and sediment, etc.). As already discussed, atrazine was poorly affected by the presence of

![Fig. 4](image-url) Spatial distribution of pyrene water-dissolved concentrations (mol m$^{-3}$) during (h 3126) and after (h 4726, 6326 and 8760) the emission peak (exposure scenario “Em2”). Predictions for all biomass/POC/DOC scenarios (A–D) are reported. Water flux was from left to right.
organics phases, and for all scenarios a similar picture appeared, with highest concentrations progressively moving from the inflow stream (where emission occurred) towards the outlet of the system. However, even for such a hydrophilic chemical, exposure variability in space ranged from 4 to 12 orders of magnitude for all scenarios (Fig. S11). PCB 1 concentrations generally showed higher spatial variability during the first 2 h (6–10 orders of magnitude), which then decreased to 4–7 orders of magnitude (Fig. S12). Being more influenced by the presence of organic phases and given its high vapour pressure, a concentration wave was not visible for PCB 1 as for atrazine since it was retained (by macrophytes), deposited (with particles) and volatilized from the system. The reduction of exposure variability with time was much more evident for pyrene (Fig. 4), which experienced a progressive “homogenization” of concentrations with time (up to a variability of 1–2 orders of magnitude), with such process being faster in the absence of macrophytes and POC (“A” and “B”). Similar considerations can be made for PCB 153 (Fig. S13), for which spatial variability of exposure was the highest (up to 17 orders of magnitude), especially when accounting for all organic phases.

3.2.4. Why accounting for biomass and POC/DOC dynamics?

Further illustrative simulations were run to assess the potential added value of adopting a temporally dynamic biomass and POC/DOC concentrations with respect to a constant one. For this purpose, the exposure scenario “Em3”, characterized by an additional emission peak in mid February (when macrophyte biomass, POC and DOC were around their minimum; Fig. S2), was adopted. Fig. 5 reports the water-dissolved concentrations predicted for all chemicals using the dynamic scenario depicted in Fig. S1 (black lines) and the corresponding constant scenario obtained by averaging water temperature, macrophyte biomass density and POC/DOC concentrations (red lines).

While for atrazine almost no differences were observed, the first two concentration peaks of all other chemicals were underestimated using the constant scenario. The level of underprediction was up to a factor of 1.3 for PCB 1, 3.8 for pyrene and even by more than one order of magnitude (factor 36) for PCB 153. This demonstrated the importance of accounting for environmental and biological dynamics such as seasonal variations in primary producer biomass and, consequently, POC/DOC levels, especially when dealing with hydrophobic chemicals (log $K_{ow} > 5$).

4. Conclusions

The development and application of the new dynamic, spatially explicit model ChimERA fate allowed the assessment of (1) the influence of physical-chemical properties on exposure levels and variability and (2) the potential magnitude of exposure variability in space and time deriving from a pulsed emission in a natural system consisting of a pond and its inflow and outflow streams. In particular, it was observed that such variations can reach orders of magnitude in both space and time, and are higher for hydrophobic chemicals (log $K_{ow} > 5$) and in the presence of primary producers and POC/DOC. The importance of accounting for biomass dynamics was also highlighted, suggesting the strong need for more time- and space-resolved datasets concerning both input data (e.g., organic phase properties and abundance) and chemical concentrations after static or pulsed emissions. This would also allow a more complete evaluation of the modelling approach presented here.

The crucial role of aquatic vegetation in influencing the fate and distribution of hydrophobic organic chemicals is evident from numerous laboratory and field studies (e.g., Hinman and Klaine, 1992; Karen et al., 1998; Hand et al., 2001; Moore et al., 2002; Rose et al., 2008; Roessink et al., 2010). The experiments conducted by Roessink and co-workers demonstrated the strong influence of aquatic vegetation on chemical fate also for sediment-bound organic compounds. For these reasons, future efforts will imply (1) the inclusion of periphyton and litter compartments, which can be crucial in determining chemical fate in lentic systems such as ponds or wetlands, where most of dead biomass remains in-place and enters the detrital pool (Kuehn et al., 2000; Chimney and Pietro, 2006) and (2) a description of the exchange between macrophytes and sediment. The implementation of a phytoplankton compartment, together with the exploration of exposure variability in a range of European-based scenarios, will be the object of future work. Moreover, in the framework of the new challenges devised for ERA (EC, 2013), the ChimERA fate model will be integrated with selected effect models and tested to explore the improved level of realism and the benefits deriving from such an approach (De Laender et al., 2014, 2015). The model developed here and the following integrated exposure-effects modelling approach could be valuable tools to assess and regulate the behaviour of chemicals in shallow-water systems.
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Fig. 5. Comparison between the water-dissolved concentrations (mol m$^{-3}$) predicted using the dynamic scenario depicted in Fig. S1 and the ones predicted using the corresponding constant scenario (exposure scenario “Em3”); y axis is in log scale.